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Abstract

Proofs in propositional logic are typically presented as trees of derived formulas or, alternatively, as

directed acyclic graphs of derived formulas. This distinction between tree-like vs. dag-like structure is

particularly relevant when making quantitative considerations regarding, for example, proof size. Here

we analyze a more general type of structural restriction for proofs in rule-based proof systems. In this

definition, proofs are directed graphs of derived formulas in which cycles are allowed as long as every

formula is derived at least as many times as it is required as a premise. We call such proofs “circular”. We

show that, for all sets of standard inference rules with single or multiple conclusions, circular proofs are

sound. We start the study of the proof complexity of circular proofs at Circular Resolution, the circular

version of Resolution. We immediately see that Circular Resolution is stronger than Dag-like Resolution

since, as we show, the propositional encoding of the pigeonhole principle has circular Resolution proofs

of polynomial size. Furthermore, for derivations of clauses from clauses, we show that Circular Res-

olution is, surprisingly, equivalent to Sherali-Adams, a proof system for reasoning through polynomial

inequalities that has linear programmingat its base. As corollaries we get: 1) polynomial-time (LP-based)

algorithms that find Circular Resolution proofs of constant width, 2) examples that separate Circular from

Dag-like Resolution, such as the pigeonhole principle and its variants, and 3) exponentially hard cases for

Circular Resolution. Contrary to the case of Circular Resolution, for Frege we show that circular proofs

can be converted into tree-like proofs with at most polynomial overhead.

1 Introduction

Logical proofs are traditionally presented as sequences of formulas where each formula is either a hypothesis,

or is deduced from some previous formulas in the sequence by the means of some inference step. In rule-

based proofs systems each inference step is achieved by instantiating one in some specific and finite set of

inference rules. Equivalently, any such proof can be represented by a directed acyclic graph, or dag, with one

vertex for each formula in the sequence, and edges pointing forward from the premises to the conclusions of

each inference rule application.

In this paper we discuss an alternative and more general way of composing proofs: we allow cycles in the

graph. In general, and not suprisingly, unlimited circular reasoning of this type may be unsound. However,

A preliminary shorter version of this paper was published in the Proceedings of 22nd International Conference on Theory and

Applications of Satisfiability Testing (SAT 2019), Lecture Notes in Computer Science 11628, Springer 2019, ISBN 978-3-030-

24257-2, pp. 1-18, Lisbon, Portugal, July 9-12, 2019. The full version of this paper has been published in ACM Trans. Comput.

Logic. 24(3):1–20. This pre-print version can also be found at CoRR abs/1802.05266.
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when every formula is derived at least as many times as it is used as a premise of an inference step, we show

that soundness is guaranteed. Hence we appropriately call these objects with the name of circular proofs.

More formally, our soundness requirement is phrased in terms of flow assignments: each rule application

must carry a flow, a positive integer which intuitively means that in order to produce that many copies of each

conclusion of the rule we must have produced at least that many copies of each premise. Flow assignments

induce a notion of balance of a formula in the proof, which is the difference between the number of times

that the formula is produced as a conclusion and the number of times that it is required as a premise. Given

these definitions, a proof-graph will be an actual circular proof if it admits a flow assignment that satisfies

the following flow-balance condition: the only formulas of strictly negative balance are the hypotheses, and

the goal formulas display strictly positive balance. With this interpretation of flows, circular proofs have the

appealing flavour of a network in which demands are fulfilled by the hypotheses, and flow towards the goal

formulas, which produce surplus. Accordingly, and in analogy with the theory of classical network flows

[29], it makes no difference whether the flows are required to be integers or real numbers, and valid flow

assignments can be found efficiently, when they exist, by linear programming techniques.

While proof-graphs with unrestricted cycles are, in general, unsound, we show that circular proofs are sound.

We prove this in two ways. The first one is combinatorial in nature and is phrased in the style of traditional

soundness proofs in standard proof systems. Concretely, given a truth assignment that falsifies a goal formula,

the soundness proof constructs a path of falsified formulas until it reaches a hypothesis, and does so by

induction on the total flow-sum of the flow assignment that satisfies the flow-balance condition. This proof

is more informative and intuitive, but it is also inefficient in the sense that the process of building the path

is not polynomial in the size of the proof. The second proof is (semi-)algebraic and is phrased in the style

of the duality theorem for linear programming. Concretely, we phrase the unsoundness of the proof as the

feasibility of a linear program and observe that the existence of a flow assignment that satisfies the flow-

balance condition gives a witness of its infeasibility. This second proof is less intuitive but can be efficiently

simulated by non-circular argument in relatively strong proof systems. It will be useful when trying to

understand the power of circular reasoning.

Proof complexity of circular proofs With all the definitions in place, we proceed to the study of the power

of circular proofs from the perspective of propositional proof complexity.

For Resolution, we show that circularity does make a real difference. First we show that the standard propo-

sitional formulation of the pigeonhole principle has Circular Resolution proofs of polynomial size. This

is in sharp contrast with the well-known fact that Resolution cannot count, and that the pigeonhole prin-

ciple is exponentially hard for (tree-like and dag-like) Resolution [21]. Second we observe that the LP-

based proof of soundness of Circular Resolution can be formalized in the Sherali-Adams proof system (with

twin variables), which is a proof system for reasoning with polynomial inequalities that has linear program-

ming at its base [31]. Sherali-Adams was originally conceived as a hierarchy of linear programming relax-

ations for integer programs, but it has also been studied from the perspective of proof complexity in recent

years [14, 15, 27, 3].

Surprisingly, it turns out that the converse simulation is also true! For deriving clauses from clauses, Sherali-

Adams proofs translate efficiently into Circular Resolution proofs. Moreover, both translations, the one from

Circular Resolution into Sherali-Adams and its converse, are efficient in terms of their natural parameters:

length/size and width/degree. As corollaries we obtain for Circular Resolution all the proof complexity-

theoretic properties that are known to hold for Sherali-Adams: 1) a polynomial-time (LP-based) proof search
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algorithm for proofs of bounded width, 2) length-width relationships, 3) separations from dag-like length

and width, and 4) explicit exponentially hard examples.

Going beyond resolution we address the question of how circularity affects more powerful propositional

proof systems. For Frege systems, which operate with arbitrary propositional formulas through the standard

textbook inference rules, we show that circularity adds no power: the circular, dag-like and tree-like variants

of Frege polynomially simulate one another. The equivalence between the dag-like and tree-like variants of

Frege is well-known [23]; here we add the circular variant to the list. We prove this by formalizing the LP-

based proof of soundness for Circular Frege within Tree-like Frege itself. To achieve this we make strong use

of the formalization of linear arithmetic in Frege that was developed by Buss in order to get efficient Frege

proofs of the pigeonhole principle [12], and that was developed further by Goerdt to show that Tree-like

Frege simulates the Cutting Planes proof system [19].

Earlier work The idea of allowing cyclic, circular or non-wellfounded proofs has been studied by several

communities since at least 20 years ago, from modal µ-calculus [26], to predicate logic with inductive defi-

nitions [10, 11], fragments of arithmetic [33, 16], provability logics [30], and linear logic [18]. For classical

propositional logic proper and in the context of proof complexity, we are not aware of any work on cyclic,

circular, or non-wellfounded proofs that appeared earlier than the conference version of this paper [4]. It

seems that our flow-based definition of circular proofs had not been considered before.

Niwińksi and Walukiewicz [26] introduced an infinitary tableau method for the modal µ-calculus. The proofs

are regular infinite trees that are represented by finite graphs with cycles, along with a decidable progress

condition on the cycles to guarantees their soundness. A sequent calculus version of this tableau method

was proposed in [17], and explored further in [34]. In his PhD thesis, Brotherston [10] introduced a cyclic

proof system for the extension of first-order logic with inductive definitions; see also [11] for a journal article

presentation of the results. The proofs in [11] are ordinary proofs of the first-order sequent calculus extended

with the rules that define the inductive predicates, along with a set of backedges that link equal formulas in

the proof. The soundness is guaranteed by an additional infinite descent condition along the cycles that is

very much inspired by the progress condition in Niwiński-Walukiewicz’ tableau method. We refer the reader

to Section 8 from [11] for a careful overview of the various flavours of proofs with cycles for logics with

inductive definitions.

Shoesmith and Smiley [32] initiate the study of inference based propositional proofs with multiple conclu-

sions. In order to do so they introduce a graphical representation of proofs where nodes represents either

formulas or inference steps, in a way similar to our definition in Section 2. While most of that book does not

consider proof with cycles, in Section 10.5 they do mention briefly this possibility but they do not analyze it

any further.

The Sherali-Adams hierarchy of linear programming relaxations has received considerable attention in recent

years for its relevance to combinatorial optimization and approximation algorithms; see the original [31], and

[5] for a recent survey. In its original presentation, the Sherali-Adams hierarchy can already be thought of as a

proof system for reasoning with polynomial inequalities, with the levels of the hierarchy corresponding to the

degrees of the polynomials. For propositional logic, the system was studied in [14], and developed further in

[27, 3]. Those works consider the version of the proof system in which each propositional variable X comes

with a formal twin variable X̄ , that is to be interpreted by the negation of X. This is the version of Sherali-

Adams that we use. It was already known from [15] that this version of the Sherali-Adams proof system

polynomially simulates standard Resolution, and has polynomial-size proofs of the pigeonhole principle.
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2 Preliminaries

2.1 Formulas

A literal is a variable X or the negation of a variable X; we also say that literal X is the negation of literal X,

and vice-versa. The class of formulas in negation normal form is the smallest class of formulas that contains

the literals and is closed under conjunction ∧ and disjunction ∨. If A is a formula in negation normal form,

we write A for its dual formula, which is defined recursively as follows: If A is a literal, then A is its negation.

If A = B ∨ C , then A = B ∧ C . If A = B ∧ C , then A = B ∨ C. Note that the dual of the dual of A
is A itself. A truth-assignment is a mapping that assigns a truth-value true (1) or false (0) to each variable.

Truth-assignments evaluate formulas in the natural way through the standard interpretations of negation,

conjunction, and disjunction. The empty formula is denoted by 0, and is always false by convention. Its

complement 0 is denoted by 1 and is always true by convention. If a truth-assignment evaluates a formula

to true, then we say that is satisfies it. A substitution is a mapping that assigns a formula to each variable.

Applying a substitution to a formula means replacing all variables by the formulas to which they are mapped

to by the substitution, simultaneously all at once.

We think of disjunction as binding sets of formulas, or, equivalently, as a binary operation on formulas that is

associative, commutative and idempotent. This means that the formula (A∨B)∨C is considered the same

as A∨ (B∨C), which we just write as A∨B∨C . Also the formula A∨B is considered the same as B∨A,

and the formula A∨A is considered the same as A. Similarly, we view conjunction as a binary operation on

formulas that is associative, commutative and idempotent. The empty formula 0 and its complement 1 are

the neutral elements of ∨ and ∧, respectively. Thus the formulas 0 ∨ A and 1 ∧ A are considered the same

as A. These conventions about disjunctions and conjunctions mean that our syntax for formulas in negation

normal form could have been defined as follows: (1) every literal is a formula, (2) if S is a set of formulas

none of which starts with
∨

, then
∨

S is a formula, (3) if S is a set of formulas none of which starts with
∧

,

then
∧

S is a formula, and (4) nothing else is a formula. The empty formula 0 and its complement 1 are taken

to be
∨

∅ and
∧

∅, respectively. We adopt this unbounded fan-in definition of syntax, but continue to use the

notation A1∨· · ·∨An even if the Ai may be disjunctions themselves. The size s(A) of a formula A is defined

inductively: if A is a literal, then s(A) = 1, and if A =
∨

S or A =
∧

S, then s(A) = 1 +
∑

B∈S s(B).

An elementary tautology is a formula of the form A∨A, where A is a formula. Note that by the definition of

the dual of a formula (and the convention to read disjunctions up to associativity), the formula A∨B∨(A∧B)
is an elementary tautology. If Γ is a set of formulas, a disjunction of formulas in Γ is a formula of the

form A1 ∨ · · · ∨ Am, where m is a non-negative integer and each Ai is a formula in Γ. Disjunctions of

formulas in Γ are also called Γ-clauses or Γ-cedents. A clause is a disjunction of literals.

2.2 Inference-Based Proofs

An inference rule is given by a sequence of premise formulas A1, . . . , Ar and a sequence of conclusion

formulas B1, . . . , Bs with the property that every truth assignment that satisfies all the premises also satisfies

all the conclusions. Here are four important examples:

A ∨A

C ∨A D ∨ A

C ∨D

C ∨A D ∨B

C ∨D ∨ (A ∧B)

C

C ∨D
. (1)

These are the standard inference rules of a Tait-style calculus for propositional logic [35]. The rules are

called axiom, cut, introduction of conjunction, and weakening, respectively. An instance of an inference rule
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A1

A2

R1

R2

A3

R3

A4

A5

R4 A6

R5 A7

Figure 1: The directed acyclic graph representation of a proof of A7 from the set of hypothesis formulas A1

and A2 through the inference rules R1, . . . , R5. Formula-vertices are represented by boxes and inference-

vertices are represented by circles. Formula A3 is used twice as the premise of an inference, and A5 is

produced twice as the conclusion of an inference. All rules except R4 have exactly one conclusion formula;

R4 has two. All rules except R2 have at least one premise formula; R2 has none.

is obtained from applying a substitution to its variables. Note that every instance of a rule is a rule itself,

which has its own premise formulas and conclusion formulas.

In almost all classical examples in the literature, inference rules have a single conclusion formula. The reason

for this is that for classical (i.e., non-circular) proofs one may simply split a rule with s conclusion formulas

into s different single-conclusion rules, with little conceptual change. However, for circular proofs a specific

rule with two conclusion formulas will play an important role; this is the symmetric weakening, or split, rule:

C

C ∨A C ∨ A
. (2)

When we apply (2) we say that we split C on A. In all these examples the formulas C , D, and A could be a

single literal, the empty formula 0, or its complement 1.

Fix a set R of inference rules, a set A1, . . . , Am of hypothesis formulas, and a goal formula A. A proof

of A from A1, . . . , Am, also called a derivation, is a finite sequence of formulas that ends in A and such

that each formula in the sequence is either contained in A1, . . . , Am, or is one of the conclusion formulas of

an instance of an inference rule in R that has all its premise formulas appearing earlier in the sequence. A

derivation of A from nothing is also called a proof of A. A refutation of A1, . . . , Am is a derivation of the

empty formula 0 from A1, . . . , Am. The length of the derivation is the length of the sequence, and its size is

the sum of the sizes of the formulas in the sequence.

Proofs and derivations are naturally represented through directed acyclic graphs, a.k.a. dags; see Figure 1.

The graph has one formula-vertex for each formula in the sequence, and one inference-vertex for each in-

ference step that produces a formula in the sequence. Each formula-vertex is labelled by the corresponding

formula, and each inference-vertex is labelled by the corresponding instance of the corresponding inference

rule. Each inference-vertex that is labelled by an inference rule that has r premise formulas and s conclu-

sion formulas has, accordingly, r incoming edges from the corresponding premise formula-vertices, and at

least one and at most s outgoing edges towards the corresponding conclusion formula-vertices. The directed

acyclic graph of a proof Π is its proof-graph, and is denoted by G(Π). A proof Π is called tree-like if G(Π)
is a tree.
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2.3 Frege and Resolution Proof Systems

An inference-based proof system is given by a set of allowed inference rules, a set of allowed formulas, and a

set of allowed proof-graphs. Two typical sets of allowed proof-graphs are the set of dags, for dag-like proofs,

and the set of trees, for tree-like proofs. If the set of allowed proof-graphs is omitted, dag-like is assumed by

default. A proof system P is said to polynomial simulate another proof system P ′ if there is a polynomial-

time algorithm that, given a proof Π′ in P ′ as input, computes a proof Π in P , such that Π has the same

goal formula and the same hypothesis formulas as Π′. Frege and Resolution are both inference-based proof

systems, as defined next.

In our definition of Frege the set of allowed inference rules are axiom, cut, introduction of conjunction, and

weakening as defined in (1), and the set of allowed formulas is the set of all formulas in negation normal form.

Being equivalent to a Tait-style calculus, our definition of Frege is sound and (implicationally) complete for

formulas in negation normal form. This means that if A has a Frege proof from the set of hypothesis formu-

las A1, . . . , Am, then every truth assignment that satisfies all the formulas in A1, . . . , Am also satisfies A,

and vice-versa.

In our definition of Resolution the only allowed inference rule is cut and the allowed formulas are the

clauses. This proof system is sound and complete as a refutation system. This means that if the set of

clauses A1, . . . , Am has a Resolution refutation, then there is no truth-assignment that satisfies all clauses

A1, . . . , Am simultaneously, and vice-versa. In order to turn Resolution into a proof system that is sound

and complete for deriving clauses from clauses, one needs to add the axiom and weakening rules to the set

of allowed rules. The width of a Resolution proof is the number of literals of its largest clause.

2.4 Frege and Resolution with Symmetric Rules

Consider an inference-based proof system in which elementary tautologies of the form A ∨ A may be in-

troduced at any point in the proof through the axiom rule, and that in addition has the following two nicely

symmetric-looking inference rules:

C ∨A C ∨ A

C

C

C ∨A C ∨ A
. (3)

These rules are called symmetric cut and symmetric weakening, or split, respectively. Note the subtle differ-

ence between the symmetric cut rule and the standard cut rule in (1): in the symmetric cut rule, both premise

formulas have the same side formula C . This difference is minor: an application of the non-symmetric cut

rule that derives C ∨ D from C ∨ A and D ∨ A may be efficiently simulated as follows (here and in what

follows, the applicability of the rules has to be read up to associativity, symmetry, and idempotency of dis-

junctions and conjunctions, and the second conclusion of the split rule has been suppressed from the list of

derived formulas whenever it is not needed):

1. C ∨A ∨D by split on C ∨A,

2. D ∨A ∨ C by split on D ∨A,

3. C ∨D by symmetric cut on 1 and 2.

Note also that the rules in (3) do not include a rule for introduction of conjunction as in (1). In the presence

of the elementary tautologies (or, equivalently, the axiom rule), this difference is again minor: an application

of the introduction of conjunction rule that derives C∨D∨(A∧B) from C∨A and D∨B may be efficiently

simulated by the following sequence:
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1. A ∨B ∨ (A ∧B) as an elementary tautology,

2. A ∨B ∨ (A ∧B) ∨C by split on 1,

3. C ∨A ∨B ∨ (A ∧B) by split on C ∨A,

4. C ∨B ∨ (A ∧B) by symmetric cut on 2 and 3,

5. C ∨B ∨ (A ∧B) ∨D by split on 4,

6. D ∨B ∨ C ∨ (A ∧B) by split on D ∨B,

7. C ∨D ∨ (A ∧B) by symmetric cut on 5 and 6.

Thus, for all practical purposes, the Frege proof system as defined in the previous section and the proof

system defined here are equivalent. The same observation applies to Resolution. In this case the elementary

tautologies are of the form X ∨X, where X is a variable, and the instances of the symmetric cut and split

rules in (3) have a variable for its cut formula A. Note that an application of the standard weakening rule

that derives the clause C ∨ D from the clause C may be efficiently simulated by |D| many applications of

the split rule by introducing one literal at a time; here |D| denotes the number of literals in D.

2.5 Sherali-Adams Proof System

Let X1, . . . ,Xn be variables that are intended to range over {0, 1}, and let X̄1, . . . , X̄n be their twins, with

the intended meaning that X̄i = 1−Xi. Let A1, . . . , Am and A be polynomials on the variables X1, . . . ,Xn

and X̄1, . . . , X̄n. A Sherali-Adams proof of A ≥ 0 from A1 ≥ 0, . . . , Am ≥ 0 is a polynomial identity of

the form
t

∑

j=1

QjPj = A, (4)

where eachQj is a non-negative linear combination of monomials on the variablesX1, . . . ,Xn and X̄1, . . . , X̄n,

and each Pj is a polynomial among A1, . . . , Am or one among the following set of basic polynomials:

Xi −X2
i , 1−Xi − X̄i, X2

i −Xi, Xi + X̄i − 1, 1. (5)

Observe that all basic polynomials, as well as allQj’s, being non-negative linear combinations of monomials,

are non-negative on {0, 1}. If A1, . . . , Am are also non-negative, then, by (4), A must be non-negative. It

follows that the proof system is sound. By Theorem 3 in the original paper by Sherali and Adams [31], the

proof system is complete for deriving linear inequalities from linear inequalities. Therefore, when clauses are

encoded by linear inequalities in the natural way, the proof system is also complete (see also Lemma 4.2 in [3]

and also Section 4 in this paper). In a Sherali-Adams proof each Qj is given explicitly as a positive linear

combination of monomials, where the coefficients in the linear combination are rational numbers written in

binary. It follows that the identity asserted by equation (4) can be checked in polynomial time with respect to

the length of the proof itself. These three facts together imply that Sherali-Adams is a Cook-Reckhow proof

system.

The degree of the proof is the maximum of the degrees of the polynomials QjPj in (4). The monomial size

of the proof is the sum of the monomial sizes of the polynomials QjPj in (4), where the monomial size of

a polynomial is the number of monomials with non-zero coefficient in its unique representation as a linear

combination of monomials. The bit size of the proof is the sum of the bit sizes of the polynomials QjPj

in (4), where the bit size of a polynomial is the sum of the bit sizes of its terms, where the bit size of a term

is the number of bits that it takes to describe the monomial and to write the rational coefficient in binary.
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A1

R1

R2

B1

R3

A2

A3

Figure 2: A circular pre-proof. The vertex labelled R1 has two premises, A1 and B1, and one conclusion, B1

itself. The vertex labelled R3 has two premises, B1 and A2, and one conclusion, A3. The vertex labelled R2

has no premises and one conclusion, A2.

AX X ∨X

CUT

CUT

X

X

CUT 0

Figure 3: An unsound circular pre-proof: the false empty formula 0 is derived from no hypotheses. We note

that if we were to assign positive weights to the inference-vertices, then it would always be the case that the

sum of the weights that enter X minus the sum of the weights that leave X would always be negative (and

the same for X̄). As we will see, this turns out to be the only reason for it not being sound.

3 Circular Proofs

Informally, a circular proof will be defined as a “proof with cycles”. Formally such objects will be called

circular pre-proofs because, in general, they are not sound. We define circular proofs by adding a global yet

efficiently checkable requirement on the definition of pre-proof that guarantees its soundness.

3.1 Definition

A circular pre-proof is a directed graph with two types of vertices: formula-vertices and inference-vertices.

All edges of the graph go from a formula-vertex to an inference-vertex, or from an inference-vertex to

a formula-vertex. Thus, the graph is bipartite. Each formula-vertex is labelled by a formula, and each

inference-vertex is labelled by an instance of an inference rule that has the formulas that label its in-neighbors

as premises, and the formulas that label its out-neighbors as conclusions. If Π is a pre-proof, we use G(Π) to

denote the underlying bipartite graph, ignoring the labels. WhenΠ is clear from the context, we write I and J
for the sets of inference- and formula-vertices of G(Π), respectively, and N−(u) and N+(u), respectively,

for the sets of in- and out-neighbours of a vertex u of G(Π). Figure 2 illustrates these definitions.

By the correspondence between proofs and their dags as defined in Section 2, a circular pre-proof whose

underlying graph is a dag is just the same as an ordinary proof. However, general circular pre-proofs need

not be sound; see Figure 3 for an example of an unsound circular pre-proof. In order to ensure soundness we

need to require a global condition as defined next.

A flow assignment for a circular pre-proof Π is an assignment F : I → R
+ of positive real weights, or
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flows, where I is the set of inference-vertices of the graph G(Π) of Π. The flow-extended graph that labels

each inference-vertex w of G(Π) by its flow F (w) is denoted by G(Π, F ). The inflow of a formula-vertex

in G(Π, F ) is the sum of the flows of its in-neighbours. Similarly, the outflow of a formula-vertex in G(Π, F )
is the sum of the flows of its out-neighbours. The balance of a formula-vertex u of G(Π, F ) is the inflow

minus the outflow of u, and is denoted by B(u). In symbols,

B(u) :=
∑

w∈N−(u)

F (w)−
∑

w∈N+(u)

F (w). (6)

This notion allows us to define sources and sinks in G(Π, F ). The formula-vertices of strictly negative

balance are the sources of G(Π, F ), and those of strictly positive balance are the sinks of G(Π, F ). We think

of flow assignments as witnessing a proof of a formula that labels a sink from the set of formulas that label

the sources. Concretely, for a given set of hypothesis formulas H and a given goal formula A, we say that

the flow assignment witnesses a proof of A from H if every source of G(Π, F ) is labelled by a formula

in H , and some sink of G(Π, F ) is labelled by the formula A.

Finally, a circular proof of A from H is a circular pre-proof for which there exists a flow assignment that

witnesses a proof of A from H . The length of a circular proof Π is the number of vertices of G(Π), and the

size of Π is the sum of the sizes of the formulas that label its formula-vertices. Note that this definition of

size does not depend on the weights that witness the proof. As we will see in the next section, such weights

may be assumed to be integral and have small bit-complexity.

3.2 Checking the Global Condition

We still need to argue two facts about circular proofs: 1) that the existence of a witnessing flow assignment

guarantees soundness, and 2) that its existence can be checked algorithmically in an efficient way. Soundness

is proved in the next section. Here we argue that its existence can be checked efficiently. One way to do this

is by solving a linear program.

Lemma 1. There is a polynomial-time algorithm that, given as input a circular pre-proof Π, a finite set of

hypothesis formulas H , and a goal formula A, returns a flow assignment for Π that witnesses a proof of A
from H , if it exists.

Proof. Let V = I ∪ J be the set of vertices of the graph G(Π) of Π, partitioned into the set I of inference-

vertices and the set J of formula-vertices. Observe that N−(u) ⊆ I and N+(u) ⊆ I for each u ∈ J .

Let H ⊆ J be the set of formula-vertices whose labels are in H , and let a ∈ J be a formula-vertex whose

label is A and gets positive balance under some flow assignment for Π. For each w in I , let Yw denote a

real-valued variable and consider the following instance of the linear programming feasibility problem:

(P ) :

∑

w∈N−(u) Yw −
∑

w∈N+(u) Yw ≥ 1 for u = a,
∑

w∈N−(u) Yw −
∑

w∈N+(u) Yw ≥ 0 for each u ∈ J \ (H ∪ {a}),

Yw ≥ 1 for each w ∈ I .

We claim that (P ) has a feasible solution (yw)w∈I if and only if there exists a flow assignment F : I → R
+

that witnesses a proof of A from H by making the balance B(a) of a positive. For the only if direction,

define F : I → R
+ by F (w) := yw, and read-off the required conditions for F from the inequalities that

define (P ). For the if direction, define yw := F (w)/D, where D is the minimum in the finite set {F (w) :
w ∈ I} ∪ {B(a)} and B(a) denotes the balance of a. Observe that D is strictly positive by definition and
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the choice of a. The inequalities of (P ) are satisfied by (yw)w∈I also by definition, and by the choice of D.

Since the linear programming feasibility problem can be solved in polynomial time in the size of the input,

the lemma follows.

By elementary facts about linear programming (see [29]), it follows from this proof that if there is a flow as-

signment that witnesses a proof, then there is one with flows that are rational numbers whose bit-complexity

is at most polynomial in the length of the circular pre-proof. By taking common denominators and multi-

plying through, the flows can even be taken to be positive integers of bit-complexity still polynomial in the

length of the pre-proof. We collect these observations in a lemma.

Lemma 2. Let Π be a circular pre-proof of length ℓ. For every flow assignment F for Π there exists another

flow assignment F ′ for Π such that:

1. F ′(w) is a positive integer bounded by ℓ!, for every inference-vertex w of G(Π),

2. G(Π, F ) and G(Π, F ′) have the same sets of sources and sinks.

Proof. Let I and J be the sets of inference- and formula-vertices of G(Π). Let S ⊆ J and T ⊆ J be the

sets of sources and sinks of G(Π, F ), respectively. Consider the following variant of the linear program (P )
above:

(Q) :

∑

w∈N−(u) Yw −
∑

w∈N+(u) Yw ≥ 1 for each u ∈ T ,
∑

w∈N−(u) Yw −
∑

w∈N+(u) Yw ≥ 0 for each u ∈ J \ (S ∪ T ),

Yw ≥ 1 for each w ∈ I .

When we transform (Q) it into standard form by adding exactly |J | + |I| − |S| many slack variables, the

result will be a linear program of the form Mx = b, x ≥ 0 where x is a vector of 2|I| + |J | − |S| vari-

ables, M is a constraint matrix of dimensions (|I| + |J | − |S|) × (2|I| + |J | − |S|), and b is a right-

hand side (|I| + |J | − |S|)-vector. Moreover, each coefficient in the matrix M and the vector b will be

in {−1, 0, 1}. Since this linear program has a solution (the one given by F adequately extended to the slack

variables), it also has a basic feasible solution (x∗u)u∈V . Each component x∗u is either 0 or, by Cramer’s

Rule, can be written in the form det(Nu)/det(N) where N is a square submatrix of M , and Nu is the

matrix that results from replacing the column of N of index u by a subvector of the right-hand side vec-

tor b. By ignoring the slack variables we get a solution (yw)w∈I for (Q) of the same form. Multiplying

through by the common denominator det(N) we get an integral solution (y′w)w∈I for (Q) whose compo-

nents have the form det(Nw); none is 0 because Yw ≥ 1 is one of the inequalities in (Q). Each Nw-matrix

has dimensions at most (|I| + |J | − |S|) × (|I| + |J | − |S|), and components in {−1, 0, 1}. It follows

that y′w = det(Nw) ≤ (|I|+ |J |− |S|)! = ℓ!. Taking F ′(w) := y′w for each w ∈ I completes the proof.

3.3 Soundness of Circular Proofs

In this section we develop the soundness proof when the set of inference rules is fixed to axiom, symmetric

cut, and split. See Section 2 for a discussion on this choice of rules. In the next section we discuss the general

case.

We give two different proofs: one combinatorial and one (semi-)algebraic.

Theorem 3. Let R be the set of inference rules made of axiom, symmetric cut, and split. Let H be a set of

hypothesis formulas and let A be a goal formula. If there is a circular proof of A from H through the rules

in R, then every truth assignment that satisfies every formula in H also satisfies A.
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First proof. Fix a truth assignment α. We prove the stronger claim that, for every circular pre-proof Π
from an unspecified set of hypothesis formulas, every integral flow assignment F for Π, and every sink s
of G(Π, F ), if α falsifies the formula that labels s, then α also falsifies the formula that labels some source

of G(Π, F ). The proof is by induction on the the sum of the flows assigned by F , which we call the total

flow-sum of F . Such induction is possible because we restrict to integral flow assignments, which is without

loss of generality by Lemma 2.

If the total flow-sum is zero, then there are no inferences, hence there are no sinks, and the statement holds

vacuously. Assume then that the total flow-sum is positive, and let s be a sink of G(Π, F ), with bal-

ance B(s) > 0, whose labelling formula B is falsified by α. Since its balance is positive, s must have

at least one in-neighbour r. Since the conclusion formula of the rule at r is falsified by α, some premise

formula of the rule at r must exist that is also falsified by α. Let u be the corresponding in-neighbour of r,

and let B(u) be its balance. If B(u) is negative, then u is a source of G(Π, F ), and we are done. Assume

then that B(u) is non-negative.

Let δ := min{B(s), F (r)} and note that δ > 0 because B(s) > 0 and F (r) > 0. We define a new circular

pre-proof Π′ and an integral flow assignment F ′ for Π′ to which we will apply the induction hypothesis. The

construction will guarantee the following properties:

1. the total flow-sum of F ′ is smaller than the total flow-sum of F .

2. u is a sink of G(Π′, F ′) and s is not a source of G(Π′, F ′),

3. if t is a source of G(Π′, F ′), then t is a source of G(Π, F ) or an out-neighbour of r in G(Π).

From this the claim will follow by applying the induction hypothesis to Π′, F ′ and u. Indeed the induction

hypothesis applies to them by Property 1 and the first half of Property 2. It will give a source t of G(Π′, F ′)
whose labelling formula is falsified by α. We argue that t must also be a source of G(Π, F ), in which case we

are done. To argue for this, assume otherwise and apply Property 3 to conclude that t is an out-neighbour of r
in G(Π), which by the second half of Property 2 must be different from s because t is a source of G(Π′, F ′).
Recall now that s is a second out-neighbour of r. This can be the case only if r is a split inference, in which

case the formulas that label s and t must be of the form C ∨ B and C ∨ B, respectively, for appropriate

formulas C and B. But, by assumption, α falsifies the formula that labels s, namely C ∨ B, which means

that α satisfies the formula C ∨B that labels t. This is the contradiction we were after.

It remains to construct Π′ and F ′ that satisfy Properties 1, 2, and 3. We define them by cases according

to whether F (r) > B(s) or F (r) ≤ B(s), and then argue for the correctness of the construction. In

case F (r) > B(s), and hence δ = B(s), let Π′ be defined as Π without change, and let F ′ be defined

by F ′(r) := F (r) − δ and F ′(w) := F (w) for every other w ∈ I \ {r}. Obviously Π′ is still a pre-proof

and F ′ is an integral flow assignment for Π′ by the assumption that F (r) > B(s) = δ. In case F (r) ≤ B(s),
and hence δ = F (r), letΠ′ be defined asΠwith the inference-step that labels r removed, and letF ′ be defined

by F ′(w) := F (w) for every w ∈ I \ {r}. Note that in this case Π′ is still a pre-proof but perhaps from a

larger set of hypothesis formulas.

In both cases the proof of the claim that Π′ and F ′ satisfy Properties 1, 2, and 3 is the same. Property 1

follows from the fact that the total flow-sum of F ′ is the total flow-sum of F minus δ, and δ > 0. The first

half of Property 2 follows from the fact that the balance of u in G(Π′, F ′) is B(u) + δ, while B(u) ≥ 0 by

assumption and δ > 0. The second half of Property 2 follows from the fact that the balance of s in G(Π′, F ′)
is B(s)− δ, while B(s) ≥ δ by choice of δ. Property 3 follows from the fact that the only formula-vertices
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of G(Π′, F ′) of balance smaller than that in G(Π, F ) are the out-neighbours of r. This completes the proof

of the claim, and of the theorem.

We give a second, different proof of soundness that will play an important role later.

Second proof. Let Π be a circular pre-proof and let F be a flow assignment for Π that witnesses a proof

of A from H . Let α be a truth assignment that satisfies all the formulas in H , and let s be an arbitrary

formula-vertex in G(Π). We show that if α falsifies the formula that labels s, then s is not a sink of G(Π, F ).

Let V = I ∪ J be the set of vertices of G(Π) partitioned into the set I of inference-vertices, and the set J of

formula-vertices. For every u ∈ J , let Au be the formula that labels u and let Zu := α(Au); the truth-value

that α gives to Au. By inspection of the three allowed inference rules, for each w ∈ I with labelling inference

rule R and in- and out-neighbours N− and N+, respectively, we have:

−(1− Za) ≥ 0 if R = axiom with N+ = {a},

(1− Za) + (1− Zb)− (1− Zc) ≥ 0 if R = cut with N− = {a, b} and N+ = {c},

(1− Za)− (1− Zb)− (1− Zc) ≥ 0 if R = split with N− = {a} and N+ = {b, c}.

Multiplying each such inequality by the positive flow F (w) of w and adding up over all w ∈ I we get

∑

w∈I

F (w)





∑

v∈N−(w)

(1− Zv)−
∑

u∈N+(w)

(1− Zu)



 ≥ 0 (7)

Rearranging the sum by formula-vertices, instead of arranging it by inference-vertices, we get

∑

u∈J

(1− Zu)





∑

w∈N+(u)

F (w) −
∑

w∈N−(u)

F (w)



 ≥ 0. (8)

The expression enclosed in parenthesis in the left-hand side in (8) equals −B(u), where B(u) is the balance

of u in G(Π, F ). Now, Zu = 1 whenever u is a source, Zs = 0 for s by assumption, and B(u)(1−Zu) ≥ 0
for every other formula-vertex u ∈ J by the definition of circular proof. Hence

−B(s) ≥ 0, (9)

which shows that s has non-positive balance in G(Π, F ) and is thus not a sink.

In the second proof of soundness, one can think of the Zu as variables that are constrained by: 1) the inequal-

ities that express the local soundness of the three types of inference rules, 2) the equations Zu = 1 for u a

source, that express that each hypothesis is satisfied, and 3) the equation Zs = 0 for s a sink, that expresses

that some conclusion is falsified. In other words, the constraints of types 1), 2) and 3) express that the proof is

unsound, while equations (7) and (8) say that any valid flow assignment F (w) can play the role of a witness

of its infeasibility.
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3.4 Soundness for Other Sets of Rules

We claim that both proofs of soundness that we gave apply without change to any set of sound inference rules

that have a single conclusion formula. This requirement is fulfilled by all sets of standard inference rules,

such as (1), and is subsumed by the following more general but technical one:

(*) Any inference rule in R that has more than one conclusion formula has the property that any

truth assignment that falsifies one of its conclusion formulas must satisfy all other conclusion

formulas.

Obviously, if all rules in R have a single conclusion, then (*) is satisfied. Note also that the only rule that

has more than one conclusion formula among axiom, symmetric cut, and split is split, and clearly it has the

required property. Thus, the following statement generalizes Theorem 3.

Theorem 4. Let R be a set of sound inference rules that satisfy property (*). Let H be a set of hypothesis

formulas and let A be a goal formula. If there is a circular proof of A from H through the rules in R, then

every truth assignment that satisfies every formula in H also satisfies A.

Proof. The first proof of Theorem 3 was already phrased in a way that the generalization to sets of inference

rules that satisfy (*) is straightforward. We discuss the generalization of the second proof. Let Π be a

circular proof with rules in R, let Au be the formula that labels the formula-vertex u, let Zu := α(Au)
be the truth value given to Au by a truth assignment α, and let w be an inference-vertex of Π with in- and

out-neighbors N− and N+, respectively. Then, the following inequality holds:

∑

u∈N−

(1− Zu)−
∑

u∈N+

(1− Zu) ≥ 0 (10)

Indeed, if Za = 0 for some a ∈ N+, then by the soundness of the rule there exists b ∈ N− such that Zb = 0,

and by (*) we also have Zc = 1 for every c ∈ N+ \ {a}. The conclusion to this is that the left summand

in (10) is at least 1, and the right summand in (10) is exactly 1, so their difference is non-negative. From here

it suffices to note that this is the only property we used in order to derive equations (7), (8) and (9).

4 Circular Resolution

In this section we investigate the power of Circular Resolution. Recall from the discussion in Section 2.4

that Resolution is traditionally defined to have cut as its only rule, but that an essentially equivalent version

of it is obtained if we define it through symmetric cut, split, and axiom, still all restricted to clauses. This

more liberal definition of Resolution, while staying equivalent vis-a-vis the tree-like and dag-like versions of

Resolution, will play an important role for the circular version of Resolution.

While for Frege proof systems we will prove later that there is no qualitative difference between tree-like,

dag-like, and circular proofs, in this section we show that circular Resolution can be exponentially stronger

than dag-like Resolution. Indeed, we show that Circular Resolution is polynomially equivalent with the

Sherali-Adams proof system, which is already known to be stronger than dag-like Resolution:

Theorem 5. Sherali-Adams and Circular Resolution polynomially simulate each other. Moreover, the sim-

ulation one way converts monomial size s and degree d into size O(s) and width d, and the simulation in the

reverse way converts size s and width w into monomial size O(s) and degree w.
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For the statement of Theorem 5 to even make sense, Sherali-Adams is to be understood as a proof system

for deriving clauses from clauses, under an appropriate encoding of clauses as polynomial inequalities, to be

discussed later in this section.

4.1 Pigeonhole Principles

We start by showing that the Pigeonhole Principle formula PHPn+1
n has small Circular Resolution proofs.

By the well-known lower bound of Haken [21], this will show that Circular Resolution is exponentially

stronger than Resolution. However, we show the stronger claim that Circular Resolution is also stronger than

Resolution when measured in terms of width; i.e., the length of the longest clause in the proof. To prove this,

we need to introduce the bipartite graph-based variant of the Pigeonhole Principle from [6].

Let G be a bipartite graph with vertex bipartition (U, V ), and set of edges E ⊆ U × V . For a vertex w ∈
U ∪ V , we write NG(w) to denote the set of neighbours of w in G, and degG(w) to denote its degree. The

Graph Pigeonhole Principle of G, denoted by G-PHP, is a CNF formula that has one variable Xu,v for each

edge (u, v) in E and the following set clauses:

Xu,v1 ∨ · · · ∨Xu,vd for u ∈ U with NG(u) = {v1, . . . , vd},

Xu1,v ∨Xu2,v for u1, u2 ∈ U , v ∈ V with u1 6= u2, and v ∈ NG(u1) ∩NG(u2).

If |U | > |V |, and in particular if |U | = n+ 1 and |V | = n, then G-PHP is unsatisfiable by the pigeonhole

principle. For G = Kn+1,n, the complete bipartite graph with sides of sizes n+1 and n, the formula G-PHP
is the standard CNF encoding PHPn+1

n of the pigeonhole principle.

Even for certain constant degree bipartite graphs with |U | = n + 1 and |V | = n, the formulas are hard for

Resolution.

Theorem 6 ([6, 21]). There are families of bipartite graphs (Gn)n≥1, where Gn has maximum degree

bounded by a constant and vertex bipartition (U, V ) of Gn that satisfies |U | = n+1 and |V | = n, such that

every Resolution refutation of Gn-PHP has width Ω(n) and length 2Ω(n). Moreover, this implies that every

Resolution refutation of PHPn+1
n has length 2Ω(n).

In contrast, we show that these formulas have Circular Resolution refutations of polynomial length and,

simultaneously, constant width.

Theorem 7. For every bipartite graph G of maximum degree d with bipartition (U, V ) such that |U | > |V |,
there is a Circular Resolution refutation of G-PHP of length polynomial in |U |+ |V | and width d.

Proof. We build the graph of the refutation in parts. Concretely, for every u ∈ U and v ∈ V , we describe

two Circular Resolution proofs Πu→ and Π→v, with their associated flow assignments. These proofs will

have width bounded by degG(u) and degG(v), respectively, and size polynomial in degG(u) and degG(v),
respectively. Moreover, the following properties will be ensured:

1. The proof-graph of Πu→ contains a formula-vertex labelled by the empty clause 0 with balance +1
and a formula-vertex labelled Xu,v with balance −1 for every v ∈ NG(u); any other formula-vertex

that has negative balance is labelled by a clause of G-PHP.

2. The proof-graph Π→v contains a formula-vertex labelled by the empty clause 0 with balance −1 and a

formula-vertex labelled by Xu,v with balance +1 for every u ∈ NG(v); any other formula-vertex that

has negative balance is labelled by a clause of G-PHP.
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Figure 4: The diagram of the circular proof of PHP4
3. The double circles indicate multiple inferences. The

empty clause 0 is derived four times and used only three times.

By merging n of the n + 1 many formula-vertices labelled by the empty clause in proofs of the form Πu→

with the n many formula-vertices labelled by the empty clause in proofs of the form Π→v we get a proof in

which all the formula-vertices that have negative balance are clauses of G-PHP, and the empty clause 0 has

positive balance. This is indeed a Circular Resolution refutation of G-PHP. See Figure 4 for a diagram of

the proof for PHP4
3.

For the construction of Πu→, rename the neighbours of u as 1, 2, . . . , ℓ. Let Cj denote the clause Xu,1 ∨
· · · ∨Xu,j and note that Cℓ is a clause of G-PHP. Split Xu,ℓ on Xu,1, then split Xu,ℓ ∨Xu,1 on Xu,2, then

split Xu,ℓ ∨Xu,1 ∨Xu,2 on Xu,3, and so on until we produce Xu,ℓ ∨Cℓ−1. Then resolve this clause with Cℓ

to produce Cℓ−1. As a sequence, this part of Πu→ looks as follows:

Xu,ℓ (11a)

Xu,ℓ ∨Xu,1 (11b)

Xu,ℓ ∨Xu,1 ∨Xu,2 (11c)

... (11d)

Xu,ℓ ∨Xu,1 ∨Xu,2 ∨ . . . ∨Xu,ℓ−1 (11e)

Xu,1 ∨Xu,2 ∨ . . . ∨Xu,ℓ−1. (11f)

We now repeat essentially the same construction: we start with Xu,ℓ−1 and we split on Xu,1, Xu,2, . . . , as

before until we produce Xu,ℓ−1∨Cℓ−2. Cutting the latter with the previously deduced Cℓ−1 gives Cℓ−2. We
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continue other ℓ− 2 times in order to get down to the empty clause. Observe that we can set the flow of all

splits and cuts in this proof to +1 to get the balance claimed above.

For the construction of Π→v we need some more work. Again rename the neighbours of v as 1, 2, . . . , ℓ. All

the inference steps in this construction will have assigned flow +1. The first step in building the proof Π→v

is the derivation of the following sequence of clauses:

X1,v (12a)

X1,v ∨X2,v (12b)

X1,v ∨X2,v ∨X3,v (12c)

... (12d)

X1,v ∨X2,v ∨ . . . ∨Xℓ−1,v (12e)

X1,v ∨X2,v ∨ . . . ∨Xℓ−1,v. (12f)

Notice that (12f) does not follow the pattern of the previous clauses. We start these inferences by splitting the

empty clause on variable X1,v, to get clauses X1,v and X1,v. We split the latter on X2,v to get X1,v ∨X2,v

and X1,v ∨X2,v. For i = 3, . . . , ℓ−1 we keep splitting X1,v ∨ . . .∨Xi−1,v on Xi,v to get the clauses X1,v ∨
. . .∨Xi−1,v∨Xi,v and X1,v∨. . .∨Xi−1,v∨Xi,v. The empty clause has balance −1 and all clauses (12a–12f)

have balance +1.

Now to complete the proof Π→v we deduce the ℓ singleton clauses X1,v, . . . ,Xℓ,v from the clauses (12a–12f).

Observe that a simple sequence of cut rules between a clause X1,v∨. . .∨Xi−1,v∨Xi,v and clauses Xj,v∨Xi,v

for 1 ≤ j < i produces the singleton clause Xi,v, furthermore its balance is +1. We do a similar sequence

of steps using X1,v ∨ . . .∨Xℓ−2,v ∨Xℓ−1,v and clauses Xj,v ∨Xℓ,v for 1 ≤ j < ℓ to produce the clause Xℓ,v

with balance +1, and conclude the construction of Π→v.

We get the following immediate consequence:

Corollary 8. The pigeonhole formulas PHPn+1
n have Circular Resolution refutations of polynomial length.

In combination with Theorem 6, this shows that Circular Resolution can be exponentially stronger than

Resolution. In the next two sections we determine the exact power of Circular Resolution.

4.2 Simulation by Sherali-Adams

In this section we prove one half of Theorem 5. We need some preparation. Fix a set of variables X1, . . . ,Xn

and their twins X̄1, . . . , X̄n. For a clause C =
∨

j∈Y Xj ∨
∨

j∈Z Xj , define

T (C) := −
∏

j∈Y

X̄j

∏

j∈Z

Xj , (13)

Observe that a truth assignment satisfies C if and only if the corresponding 0-1 assignment for the variables

of T (C) makes the inequality T (C) ≥ 0 true. There is an alternative encoding of clauses into inequalities

that is sometimes used. Define

L(C) :=
∑

j∈Y

Xj +
∑

j∈Z

X̄j − 1, (14)
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and observe that a truth assignment satisfies C if and only if the corresponding 0-1 assignment makes the

inequality L(C) ≥ 0 true. We state the results of this section for the T -encoding of clauses, but the same

result would hold for the L-encoding because there is an efficient SA proof of (13) from (14) (see Lemma 4.2

in [3]), and vice-versa.

We will use the following lemma, which is a variant of Lemma 4.4 in [3]:

Lemma 9. Let w ≥ 2 be an integer, let C be a clause with at most w literals, let D be a clause with at

most w − 1 literals, and let X be a variable that does not appear in D. Then the following four inequalities

have Sherali-Adams proofs (from nothing) of constant monomial size and degree w:

1. T (X ∨X) ≥ 0,

2. −T (D ∨X)− T (D ∨X) + T (D) ≥ 0,

3. −T (D) + T (D ∨X) + T (D ∨X) ≥ 0,

4. −T (C) ≥ 0.

Proof. Let D =
∨

i∈Y Xi ∨
∨

j∈Z Xj and C =
∨

i∈Y ′ Xi ∨
∨

j∈Z′ Xj . Then

1. T (X ∨X) = (1−X − X̄) ·X + (X2 −X),

2. −T (D ∨X)− T (D ∨X) + T (D) = (X + X̄ − 1) ·
∏

i∈Y X̄i
∏

j∈Z Xj ,

3. −T (D) + T (D ∨X) + T (D ∨X) = (1−X − X̄) ·
∏

i∈Y X̄i
∏

j∈Z Xj ,

4. −T (C) = 1 ·
∏

i∈Y ′ X̄i
∏

j∈Z′ Xj .

The claim on the monomial size and the degree follows.

Now we are ready to state and prove the first half of Theorem 5.

Lemma 10. Let A1, . . . , Am and A be clauses. If there is a Circular Resolution proof of A from A1, . . . , Am

of length s and width w, then there is a Sherali-Adams proof of T (A) ≥ 0 from T (A1) ≥ 0, . . . , T (Am) ≥ 0
of monomial size O(s) and degree w.

Proof. Let Π be a Circular Resolution proof of A from A1, . . . , Am, and let F be the corresponding flow

assignment. Let I and J be the sets of inference- and formula-vertices of G(Π), and let B(u) denote the

balance of formula-vertex u ∈ J in G(Π, F ). For each formula-vertex u ∈ J labelled by formula Au, define

the polynomial Pu := T (Au). For each inference-vertex w ∈ I labelled by rule R, with sets of in- and

out-neighbours N− and N+, respectively, define the polynomial

Pw := T (Aa) if R = axiom with N+ = {a},

Pw := −T (Aa)− T (Ab) + T (Ac) if R = cut with N− = {a, b} and N+ = {c},

Pw := −T (Aa) + T (Ab) + T (Ac) if R = split with N− = {a} and N+ = {b, c}.

By double counting, the following polynomial identity holds:

∑

u∈J

B(u)Pu =
∑

w∈I

F (w)Pw . (15)
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By hypothesis G(Π, F ) has a sink s labelled by the derived clause A. Since B(s) > 0, equation (15) rewrites

into
∑

w∈I

F (w)

B(s)
Pw +

∑

u∈J\{s}

−
B(u)

B(s)
Pu = Ps.

We claim that this identity is a legitimate Sherali-Adams proof of T (A) ≥ 0 from the inequalities T (A1) ≥
0, . . . , T (Am) ≥ 0. First, Ps = T (As) = T (A), i.e., the right-hand side is correct. Second, each

term (F (w)/B(s))Pw for w ∈ I is a sum of legitimate terms of a Sherali-Adams proof by the definition

of Pw and Parts 1, 2 and 3 of Lemma 9. Third, since each source u ∈ I of G(Π, F ) has B(u) < 0 and is

labelled by a formula in A1, . . . , Am, the term (−B(u)/B(s))Pu of a source u ∈ I is a positive multiple

of T (Au) and hence also a legitimate term of a Sherali-Adams proof from T (A1) ≥ 0, . . . , T (Am) ≥ 0.

And fourth, since each non-source u ∈ I of G(Π, F ) has B(u) ≥ 0, each term (−B(u)/B(s))Pu of a

non-source u ∈ I is a sum of legitimate terms of a Sherali-Adams proof by the definition of Pu and Part 4 of

Lemma 9. The monomial size and degree of this Sherali-Adams proof are as claimed, and the proof of the

Lemma is complete.

4.3 Simulation of Sherali-Adams

In this section we prove the other half of Theorem 5. We use the notation from Section 4.2.

Lemma 11. LetA1, . . . , Am andA be non-tautological clauses. If there is a Sherali-Adams proof of T (A) ≥
0 from T (A1) ≥ 0, . . . , T (Am) ≥ 0 of monomial size s and degree d, then there is a Circular Resolution

proof of A from A1, . . . , Am of length O(s) and width d.

Proof. Fix a Sherali-Adams proof of T (A) ≥ 0 from T (A1) ≥ 0, . . . , T (Am) ≥ 0, say

t
∑

j=1

QjPj = T (A), (16)

where Qj is a non-negative linear combination of monomials on the variables X1, . . . ,Xn and X̄1, . . . , X̄n,

and Pj is a polynomial from among T (A1), . . . , T (Am) or from among the polynomials in the list (5) from

the definition of Sherali-Adams in Section 2.

Our goal is to massage the proof (16) until it becomes a Circular Resolution proof in disguise. Towards this,

as a first step, we claim that (16) can be transformed into a normalized proof of the form

t′
∑

j=1

Q′
jP

′
j = T (A) (17)

that has the following properties:

1. each Q′
j is a positive multiple of a multilinear monomial, and Q′

jP
′
j is multilinear,

2. each P ′
j is a polynomial among T (A1), . . . , T (Am), or among the polynomials in the set

{−XiX̄i, 1 −Xi − X̄i,Xi + X̄i − 1 : i ∈ [n]} ∪ {1}. (18)
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Comparing (18) with the original list (5) in the definition of Sherali-Adams, note that we have replaced the

polynomials Xi − X2
i and X2

i − Xi by −XiX̄i. Note also that, by splitting the Qj’s into their terms, we

may assume without loss of generality that each Qj in (16) is a positive multiple of a monomial on the

variables X1, . . . ,Xn and X̄1, . . . , X̄n.

In order to prove the claim we rely on the well-known fact that each real-valued function over the Boolean

domain has a unique representation as a multilinear polynomial:

Fact 12. For every natural number N and every function f : {0, 1}N → R there is a unique multilinear

polynomial P with N variables satisfying P (a1, . . . , aN ) = f(a1, . . . , aN ) for every a1, . . . , aN ∈ {0, 1}.

With this fact in hand, it suffices to convert each QjPj in the left-hand side of (16) into aQ′
jP

′
j of the required

form (or 0), and check that QjPj and Q′
jP

′
j are equivalent over the 0-1 assignments to its variables (without

relying on the constraint that X̄i = 1−Xi). The claim will follow from the combination of Fact 12 and the

fact that T (A) is multilinear since, by assumption, A is non-tautological.

We proceed to the conversion of each QjPj into a Q′
jP

′
j of the required form. Recall that we assumed

already, without loss of generality, that each Qj is a positive multiple of a monomial. The multilinearization

of a monomial Qj is the monomial M(Qj) that results from replacing every factor Y k with k ≥ 2 in Qj

by Y . Obviously Qj and M(Qj) agree on 0-1 assignments, but replacing each Qj by M(Qj) is not enough

to guarantee the normal form that we are after. We need to proceed by cases on Pj .

If Pj is one of the polynomials among T (A1), . . . , T (Am), say T (Ai), then we let Q′
j be M(Qj) with

every variable that appears in Ai deleted, and let P ′
j be T (Ai) itself. It is obvious that this works. If Pj

is 1−Xi− X̄i, then we proceed by cases on whether Qj contains Xi or X̄i or both or neither. If Qj contains

neither Xi nor X̄i, then the choice Q′
j = M(Qj) and P ′

j = Pj works. If Qj contains Xi or X̄i, call it Y ,

but not both, then the choice Q′
j = M(Qj)/Y and P ′

j = −XiX̄i works. If Qj contains both Xi and X̄i,

then the choice Q′
j = M(Qj)/(XiX̄i) and P ′

j = −XiX̄i works. If Pj is Xi + X̄i − 1, then again we

proceed by cases on whether Qj contains Xi or X̄i or both or neither. If Qj contains neither Xi nor X̄i,

then the choice Q′
j = M(Qj) and P ′

j = Pj works. If Qj contains Xi or X̄i, call it Y , but not both, then the

choice Q′
j = M(Qj)Ȳ and P ′

j = 1 works. If Qj contains both Xi and X̄i, then the choice Q′
j = M(Qj)

and P ′
j = 1 works. If Pj is the polynomial 1, then the choice Q′

j = M(Qj) and P ′
j = 1 works. Finally, if Pj

is of the form Xi −X2
i or X2

i −Xi, then we replace QjPj by 0. Observe that in this case QjPj is always 0
over 0-1 assignments, and the conversion is correct. This completes the proof that (17) exists.

It remains to be seen that the normalized proof (17) is a Circular Resolution proof in disguise. For each j ∈
[t′], let aj and Mj be the positive real and the multilinear monomial, respectively, such that Q′

j = ajMj . Let

also Cj be the unique clause on the variables X1, . . . ,Xn such that T (Cj) = −Mj . Let [t′] be partitioned

into five sets I0 ∪ I1 ∪ I2 ∪ I3 ∪ I4 where

1. I0 is the set of j ∈ [t′] such that P ′
j = T (Aij ) for some ij ∈ [m],

2. I1 is the set of j ∈ [t′] such that P ′
j = −Xij X̄ij for some ij ∈ [n],

3. I2 is the set of j ∈ [t′] such that P ′
j = 1−Xij − X̄ij for some ij ∈ [n],

4. I3 is the set of j ∈ [t′] such that P ′
j = Xij + X̄ij − 1 for some ij ∈ [n],

5. I4 is the set of j ∈ [t′] such that P ′
j = 1.
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Note that the pair of sets I0 and I1 is disjoint because each clause Aij is non-tautological by assumption.

Since the rest of pairs are clearly disjoint, we get a partition of [t′]. Define new polynomials P ′′
j as follows:

P ′′
j := T (Cj ∨Aij ) for j ∈ I0,

P ′′
j := T (Cj ∨Xij ∨Xij ) for j ∈ I1,

P ′′
j := −T (Cj) + T (Cj ∨Xij ) + T (Cj ∨Xij ) for j ∈ I2,

P ′′
j := −T (Cj ∨Xij )− T (Cj ∨Xij ) + T (Cj) for j ∈ I3,

P ′′
j := T (Cj) for j ∈ I4.

With this notation, (17) rewrites into

∑

j∈I0

ajP
′′
j +

∑

j∈I1

ajP
′′
j +

∑

j∈I2

ajP
′′
j +

∑

j∈I3

ajP
′′
j = T (A) +

∑

j∈I4

ajP
′′
j . (19)

Finally we are ready to construct the circular proof. We build it by listing the inference-vertices with their

associated flows, and then we identify together all the formula-vertices that are labelled by the same clause.

Intuitively, I0’s are weakenings of hypothesis clauses, I1’s are weakenings of axioms, I2’s are cuts, I3’s are

splits, and I4’s can be thought of as left-overs, i.e., clauses that were produced but never used. Formally,

each j ∈ I0 becomes a chain of |Cj | many split vertices that starts at the hypothesis clause Aij and produces

its weakening Cj ∨ Aij ; all split vertices in this chain have flow aj . Each j ∈ I1 becomes a sequence that

starts at one axiom vertex that produces Xij∨Xij with flow aj , followed by a chain of |Cj |many split vertices

that produces its weakening Cj ∨Xij ∨Xij ; all split vertices in this chain also have flow aj . Each j ∈ I2
becomes one cut vertex that produces Cj from Cj∨Xij and Cj∨Xij with flow aj . And each j ∈ I3 becomes

one split vertex that produces Cj ∨Xij and Cj ∨Xij from Cj with flow aj . Note that some of the produced

clauses, such as the second conclusion in certain intermediate splits, may never be used as hypothesis in other

rules.

This defines the inference-vertices of the proof graph. The construction is completed by introducing one

formula-vertex for each different clause that occurs as a premise or a conclusion of these inference-vertices.

The construction was designed in such a way that equation (19) witnesses that this proof graph and its asso-

ciated flow assignment makes a correct circular proof. In order to see this we need to compute the balances

of all the formula-vertices, check that some sink is labelled A, and check that all sources are labelled by

formulas in A1, . . . , Am.

First note that, for each formula-vertex u whose labelling formula appears as an intermediate formula in a

chain of split inferences for some j ∈ I0 ∪ I1, the contribution of this occurrence to the balance of u is zero.

Indeed, for being an intermediate formula in the chain, the flow aj of the inference that produces it cancels out

the flow aj of the inference that consumes it. Second note that the only formula-vertices u whose labelling

formulas are of the form Xij ∨Xij are those that are introduced by an axiom inference in case j ∈ I1; this

follows from the multilinearity of the Q′
jP

′
j and the assumption that the Ai are non-tautological. It follows

that the balance of such u is positive; indeed its balance is the flow aj of the axiom inference that produces

it. Third note that we do not need to compute the balance of the formula-vertices u whose labelling formula

is a hypothesis among A1, . . . , Am; any balance is allowed for it. With these three notes in mind it suffices

to check that:
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1. some sink is labelled A,

2. for j ∈ I0 the formula-vertex for Cj ∨Aij has non-negative balance,

3. for j ∈ I1 the formula-vertex for Cj ∨Xij ∨Xij has non-negative balance,

4. for j ∈ I2 ∪ I3, the vertices for Cj , Cj ∨Xij , and Cj ∨Xij have non-negative balance.

For (1) it suffices to note that T (A) appears in the right-hand side of (19) with a positive multiplier, hence

its occurrences in the left-hand side must have multipliers that add up to a positive quantity. For (2), (3),

and (4) it suffices to note that if B is one of the indicated formulas, then T (B) appears in the left-hand side

of (19) with multipliers that add-up to either a positive quantity or 0 depending on whether T (B) appears

in the right-hand side or not, respectively. Hence its balance is non-negative, and the proof that the circular

proof is correct is complete. The claim that the length of this proof is O(s) and its width is d follows by

inspection.

5 Circular Frege vs Tree-Like Frege

For some weak proof systems, such as Resolution, it makes a great deal of difference whether the proof-

graph has tree-like structure or not [8]. For stronger proofs systems, such as Frege, this is not the case.

Indeed Tree-like Frege polynomially simulates Dag-like Frege, and this holds true of any inference-based

proof system with the set of all formulas as its set of allowed formulas, and a finite set of inference rules that

is implicationally complete [23]. Since circular proofs further generalize the structure of the proof-graph, it

is interesting to discuss whether circular proofs in Frege are complexity-wise more powerful than standard

Frege proofs.

It turns out that this is not the case. In this section we show how to efficiently simulate Circular Frege, as

defined in Section 3, by standard Frege proofs.

Theorem 13. Tree-like Frege and Circular Frege polynomially simulate each other.

The main idea underlying the simulation of Circular Frege by standard Frege is to formalize, in standard Dag-

like Frege itself, the LP-based proof of soundness of Frege circular proofs; cf. the second proof of Theorem 3.

To do that we use a formalization of linear arithmetic in Frege, due to Buss [12] and Goerdt [19]. This

formalization was originally designed to simulate counting arguments and Cutting Planes in Frege. Since

Cutting Planes subsumes LP-reasoning, the core of the LP-based proof of Theorem 3 can be formalized in

it. It should be pointed out that, while the Frege systems that were used by Buss [12] and Goerdt [19] are

not exactly the same as ours, their results apply to our definition of Frege; this follows from the well-known

robustness properties of Frege systems which guarantee that any two (Dag-like) Frege systems polynomially

simulate each other [13].

5.1 Formalization of Linear Arithmetic in Frege

We collect the relevant parts of Goerdt’s results in a single theorem. Before that, we need to introduce some

notation. Fix a set of n Boolean variables X1, . . . ,Xn. Let L denote the collection of all linear inequalities

of the form

a1X1 + · · ·+ anXn ≥ b, (20)
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where X1, . . . ,Xn are formal variables and a1, . . . , an and b are integers. Our notation includes inequalities

of the form 0 ≥ b, and ai1Xi1 + · · ·+ aitXit ≥ b by deleting the terms with zero coefficients. By the set of

variables of an inequality we mean the set of variables that appear in it with non-zero coefficient.

Let ℓ and ℓ′ denote two inequalities in L , with sequences of coefficients b, a1, . . . , an and b′, a′1, . . . , a
′
n.

Let c be a positive integer. We write c · ℓ and ℓ+ ℓ′ for the following two inequalities, respectively:

ca1X1 + · · · + canXn ≥ cb,

(a1 + a′1)X1 + · · ·+ (an + a′n)Xn ≥ (b+ b′).

Let F denote the collection of all propositional formulas in negation normal form. We move back and forth

between the truth assignments and the 0-1 assignments for the same sets of variables. If f : {X1, . . . ,Xn} →
{0, 1} denotes such an assignment, and ℓ and A denote, respectively, an inequality and a formula on the

variables X1, . . . ,Xn, then we write f(ℓ) and f(A) for their truth values under f . Concretely, if ℓ is as

in (20), then f(ℓ) is true if and only if a1f(X1) + · · ·+ anf(Xn) is at least b.

For concreteness, we specify a size measure for inequalities. An inequality ℓ as in (20) is represented

by the sequence of the binary encodings of its coefficients b, a1, . . . , an; its size is Θ(n + log2(|b|) +
∑n

i=1 log2(|ai|)), with the convention that log2(0) = 0, and where |v| denotes the absolute value of v ∈ Z.

Theorem 14 ([19]). There is a mapping I : L → F that takes linear inequalities to formulas and that

has the following properties. For every two inequalities ℓ and ℓ′ in L , every positive integer c, every truth

assignment f , and every variable X, the following hold:

1. I(ℓ) has size polynomial in the size of ℓ,

2. I(ℓ) has the same variables as ℓ, and f(ℓ) = f(I(ℓ)),

3. there is a polynomial-size Frege proof of I(ℓ+ ℓ′) from I(ℓ) and I(ℓ′),

4. there is a polynomial-size Frege proof of I(c · ℓ) from I(ℓ),

5. there is a polynomial-size Frege proof of I(ℓ) from I(c · ℓ),

6. there is a polynomial-size Frege proof of I(X ≥ 1) from X,

7. there is a polynomial-size Frege proof of I(−X ≥ 0) from X ,

8. there is a polynomial-size Frege proof of I(−X ≥ −1) from nothing,

9. there is a polynomial-size Frege proof of I(X ≥ 0) from nothing,

10. there is a polynomial-size Frege proof of I(0 ≥ 0) from nothing,

11. there is a polynomial-size Frege proof of 0 from I(0 ≥ 1).

Moreover, the mapping I and the Frege proofs in Points 3–11 are all computable in time that is bounded by

a fixed polynomial in the sizes of the input and the output inequalities.

Proof. All this can be found in Goerdt’s article [19], which in turn builds on Buss’s seminal [12]: the defini-

tion of the mapping I is in Section 2.6 of Goerdt’s article, Points 1–2, and Points 6–11 follow by inspection

of the definition of I given there, and Points 3, 4, and 5 are Theorems 3.1, 3.5, and 3.6 in Goerdt’s article,

respectively.
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Technically the inequalities are defined in (20) with the variables on the left side of the ≥ relation symbol

and the constant on the right side. For readability reasons, in the following we apply I to linear inequalities

written in any form that follows from adding or subtracting the same linear terms from both sides of an

inequality in official form; e.g., when we write I(−1 ≥ 0) or I(X1 − 2 ≥ X2) we really mean I(0 ≥ 1)
and I(X1 −X2 ≥ 2), respectively.

5.2 Proof of the Simulation

This section is devoted to the proof of Theorem 4. The statement that Circular Frege polynomially simulates

Tree-like Frege follows from the discussion in Section 2.4. We concentrate on the reverse simulation. Since it

is known that Tree-like Frege polynomially simulates Dag-like Frege, it suffices to do the simulation through

dag-like proofs. Also we claim that it suffices to do the simulation only for refutations. Indeed, from a short

circular proof of A from H we can get a short circular refutation of H ∪ {A} by adding a cut between the

derived A and the new hypothesis A, with flow equal to the balance of the formula-vertex of A. And from a

short dag-like refutation of H ∪ {A} we can get a short dag-like proof of A from H by replacing each use

of the hypothesis formula A by the axiom instance A ∨A.

Let Π be a Circular Frege refutation of a set of hypothesis formulas H . Let us choose an arbitrary s among

the formula-vertices in G(Π) that are labelled by the empty formula. The simulation goes in three steps.

In the first step we build an infeasible linear program P = {ℓ1, . . . , ℓm} that has one variable Zu for each

formula-vertex u of G(Π). Any witness of infeasibility of P will witness the soundness of Π as a circular

refutation. This is done by closely following the second proof of soundness of circular proofs; cf. Theorem 3.

In the second step we apply Theorem 14 to convert an LP-based witness of infeasibility for P into a Frege

refutation of the set of formulas H ′ := {I(ℓ1), . . . , I(ℓm)}. Here I is the mapping from Theorem 14. In the

third step we apply the substitution defined by Zu := Au to this Frege refutation, where Au is the formula that

labels the formula-vertex u, and we apply Theorem 14 again to show that each formula in the substituted H ′

has an efficient Frege proof from H .

First step. The linear program P has one variable Zu for each formula-vertex u ∈ J in G(Π), and two sets

of inequalities PJ = {ℓu : u ∈ J} and PI = {ℓw : w ∈ I} indexed by the sets of formula-vertices J and

inference-vertices I of G(Π), respectively. Concretely, for each formula-vertex u ∈ J the inequality ℓu is

defined as follows:

−Zs ≥ 0 for the formula-vertex s labelled by the derived empty formula,

−(1− Zu) ≥ 0 if u is a formula-vertex of a hypothesis formula,

(1 − Zu) ≥ 0 if u is any other formula-vertex.

For each inference-vertex w with labelling inference rule R and in- and out-neighbours N− and N+, respec-

tively, the inequality ℓw is defined as follows:

−(1− Za) ≥ 0 if R = axiom with N+ = {a},

(1− Za) + (1− Zb)− (1− Zc) ≥ 0 if R = cut with N− = {a, b} and N+ = {c},

(1− Za)− (1− Zb)− (1− Zc) ≥ 0 if R = split with N− = {a} and N+ = {b, c}.

A certificate of the infeasibility of P = PI ∪ PJ is given by two assignments of non-negative weights (bu :
u ∈ J) and (cw : w ∈ I) for the inequalities in PJ and PI , respectively, in such a way that the corresponding

positive linear combination
∑

u∈J

bu · ℓu +
∑

w∈I

cw · ℓw (21)
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simplifies to the trivially false inequality −1 ≥ 0 (or equivalently 0 ≥ 1). In turn, such an assignment

of weights can be shown to exist from the assumption that Π is a valid circular refutation: let F be a flow

assignment that witnesses that Π is a valid proof and B the corresponding balance on the formula-vertices,

and set bu := −B(u)/B(s) for each formula-vertex u ∈ J that is a source of G(Π, F ), set bu := B(u)/B(s)
for each formula-vertex u ∈ J that is not a source of G(Π, F ), and set cw := F (w)/B(s) for every inference-

vertex w ∈ I . Note that B(s) is strictly positive because s must be a sink of G(Π, F ). This means that

each bu is well-defined and non-negative because the balance of all formula-vertices except the sources is

non-negative inG(Π, F ). To prove that this assignment of weights makes (21) to simplify to −1 ≥ 0 observe

that the second sum in (21) is equal to the right hand side of (8) divided by B(s). Hence (21) can be written

as

− Zs +
∑

u∈J/{s}

B(u)

B(s)
· (1− Zu) + (Zs − 1) +

∑

u∈J/{s}

−
B(u)

B(s)
(1− Zu) ≥ 0 . (22)

This completes the first step of the simulation.

Second step. The second step is a direct application of Theorem 14: Define the non-negative integers b′u =
bu · B(s) and c′w = cw · B(s). Start at H ′ = {I(ℓu) : u ∈ J} ∪ {I(ℓw) : w ∈ I}. By Points 4 and 10 in

Theorem 14, obtain Frege proofs of I(b′u · ℓu) and I(c′w · ℓw) for each u ∈ J and each w ∈ I . Now let ℓ′

denote the positive linear combination defined as in (21) with bu and cw replaced by b′u and c′w, respectively.

Recall that ℓ is −1 ≥ 0 and hence ℓ′ is −B(s) ≥ 0. By Point 3, obtain a Frege proof of I(−B(s) ≥ 0). By

Point 5, obtain a Frege proof of I(−1 ≥ 0), or equivalently I(0 ≥ 1). Finally, by Point 11, obtain the Frege

proof of 0.

Third step. We start the third step by applying the substitution defined by Zu := Au to the refutation of H ′,

where Au is again the formula that labels the formula-vertex u. For each v ∈ I ∪ J , let I(ℓv)
∗ denote the

result of applying this substitution to I(ℓv). To complete the step we need to get polynomial-size Frege proofs

of I(ℓv)
∗ from H , for each v ∈ I ∪ J . We do this as a less direct application of Theorem 14.

For each formula-vertex u ∈ J of a hypothesis formula in H , we get a Frege proof of I(ℓu)
∗ from Au

by applying the substitution X := Au to the Frege proof given by Point 6 in Theorem 14. When u is

the formula-vertex of the derived empty formula, we get a Frege proof of I(ℓu)
∗ from 0 by applying the

substitution X := 0 to the Frege proof given by Point 7 in Theorem 14. Since 0 is the conclusion of an

instance of the axiom rule of Frege (namely 0 ∨ 0), this is a Frege proof of I(ℓu)
∗ from nothing. For every

other formula-vertex u, we get a Frege proof of I(ℓu)
∗ from nothing by applying the substitution X := Au

to the Frege proof given by Point 8 in Theorem 14.

For each inference-vertex w ∈ I , with labelling ruleR and in- and out-neighbours N− andN+, we proceed as

follows. By Point 2 in Theorem 14 and the soundness of R, first note that I(ℓw)
∗ is a propositional tautology.

We claim that, in addition, this tautology is obtained by applying a substitution to another tautology T that has

at most two propositional variables X and Y . Concretely, T will itself be the result of applying a substitution

to I(ℓw). We define T by cases depending on what rule R is. If R is the axiom rule and N+ = {a}, then we

take T to be the result of applying the substituion Za := X ∨X to I(ℓw). If R is the cut rule, N− = {a, b}
and N+ = {c}, then we take T to be the result of applying the substitution Za := Y ∨X, Zb := Y ∨X,

and Zc := Y to I(ℓw). If R is the split rule, N− = {a} and N+ = {b, c}, then we take T to be the result of

applying the substitution Za := Y , Zb := Y ∨X, and Zc := Y ∨ X to I(ℓw). By Point 2 in Theorem 14

and the soundness of R, in all three cases T is a tautology with at most two propositional variables. By the
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completeness of Frege, T has a constant-size Frege proof. Applying the substitution that turns T into I(ℓw)
∗

to this proof we get a polynomial-size Frege proof of I(ℓw)
∗ as desired. This completes the third step, and

the proof.

6 Concluding Remarks

One immediate consequence of Theorem 5 is that there is a polynomial-time algorithm that automates the

search for Circular Resolution proofs of bounded width:

Corollary 15. There is an algorithm that, given an integer parameter w and a set of clauses A1, . . . , Am and

A with n variables, returns a Circular Resolution proof of width w of clause A from A1, . . . , Am, if there is

one, and the algorithm runs in time polynomial in m and nw.

The proof-search algorithm of Corollary 15 relies on linear programming because it relies on our translations

to and from Sherali-Adams, whose automating algorithm does rely on linear programming [31]. Based on

the fact that the number of clauses of width w is about nw, a direct proof of Corollary 15 is also possible, but

as far as we see it still relies on linear programming for finding the flow assignment. It remains as an open

problem whether a more combinatorial algorithm exists for the same task.

Another consequence of the equivalence with Sherali-Adams is that Circular Resolution has a length-width

relationship in the style of the one for Dag-like Resolution [6]. This follows from Theorem 5 in combination

with the size-degree relationship that is known to hold for Sherali-Adams (see [27, 2]). Combining this with

the known lower bounds for Sherali-Adams (see [20, 27]), we get the following:

Corollary 16. There are families of 3-CNF formulas (Fn)n≥1, where Fn has O(n) variables and O(n)
clauses, such that every Circular Resolution refutation of Fn has width Ω(n) and size 2Ω(n).

It should be noticed that, unlike the well-known observation that tree-like and dag-like width are equiva-

lent measures for Resolution, these are not equivalent to width in Circular Resolution. The sparse graph

pigeonhole principle from Section 4 illustrates the point. This shows that Circular Resolution proofs of

bounded-width proofs cannot be unfolded into bounded-width tree-like Resolution proofs.

This observation also explains, perhaps, why our proof that Circular Frege simulates Tree-like Frege goes

via a very indirect translation. It also raises one further question (and answer). It is known that Tree-like

Bounded-Depth Frege simulates Dag-like Bounded-Depth Frege, at the cost of increasing the depth by one.

Could the simulation of Circular Frege by Tree-like Frege be made to preserve bounded depth? The (negative)

answer is also provided by the pigeonhole principle which is known to be hard for Bounded-Depth Frege

[1, 28, 24], but is easy for Circular Resolution, and hence for Circular Depth-1 Frege.

One last aspect of the equivalence between Circular Resolution and Sherali-Adams concerns the theory of

SAT-solving. As is well-known, state-of-the-art SAT-solvers produce Resolution proofs as certificates of

unsatisfiability and, as a result, will not be able to handle counting arguments of pigeonhole type. This

has motivated the study of so-called pseudo-Boolean solvers that handle counting constraints and reasoning

through specialized syntax and inference rules. The equivalence between Circular Resolution and Sherali-

Adams suggests a completely different approach to incorporate counting capabilities: instead of enhancing

the syntax, keep it to clauses but enhance the proof-shapes. Whether circular proof-shapes can be handled

in a sufficiently effective and efficient way is of course in doubt, but certainly a question worth studying.

It turns out that Circular Resolution has unexpected connections with Dual Rail MaxSAT Resolution [22].
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MaxSAT Resolution is a variant of resolution where proofs give upper bounds on the number of clauses of the

CNF that can be satisfied simultaneously. At the very least, when the upper bound is less than the number

of clauses, MaxSAT resolution provides a refutation of the formula. The Dual Rail encoding is a special

encoding of CNF formulas, and Dual Rail MaxSAT Resolution is defined to be MaxSAT resolution applied

to the Dual Rail encoding of the input formula. It is argued in [7] that Dual Rail encoding gives strength

to the proof system, providing a polynomial refutation of the pigeonhole principle formula. Following the

conference version of this paper [4], it was argued in [36] that Circular Resolution polynomially simulates

Dual Rail MaxSAT Resolution, in the sense that when the Dual Rail encoding of a CNF formula F has

a MaxSAT Resolution refutation of length ℓ and width w, then F has a Circular Resolution refutation of

length O(ℓw). This is interesting per se and provides yet another proof of Corollary 8. The exact relative

strength of Circular Resolution, Dual Rail MaxSAT, and other systems for MaxSAT is studied further in

[9, 25].
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[24] Jan Krajı́ček, Pavel Pudlák, and Alan Woods. An exponential lower bound to the size of bounded depth

frege proofs of the pigeonhole principle. Random Structures and Algorithms, 7(1):15–39, 1995.

[25] Javier Larrosa and Emma Rollon. Towards a better understanding of (partial weighted) maxsat proof

systems. In Luca Pulina and Martina Seidl, editors, Theory and Applications of Satisfiability Testing -

27



SAT 2020 - 23rd International Conference, Alghero, Italy, July 3-10, 2020, Proceedings, volume 12178

of Lecture Notes in Computer Science, pages 218–232. Springer, 2020.
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